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The quote

“None of the axioms employed by great generals
[scientist] is difficult. Indeed, once they have been
employed successfully, they reveal their innate
simplicity and appear to be the obvious and sometimes
only logical solution. Yet all great ideas are simple.
The trick is to see them before others.”

Bevin Alexander, How Great Generals Win, 1993





Definitions, terms

 Nominal scale — binary.
 Fingerprint: a bit string  consisting of 0-s and 1-s.
 Sum of rank differences (SRD): a city block (Manhattan)  

distance of ranks.
 ANOVA (a classification procedure, comparison of 

means)
 Similarity of molecules (pairwise comparison) a number:
    S [0,1]  r[-1,1] és S=1-d
 Distance (Dissimilarity, d): D[0,+∞]; 

𝐒𝐒(𝒙𝒙,𝒚𝒚) = 𝟏𝟏/(𝟏𝟏 + 𝑫𝑫(𝒙𝒙,𝒚𝒚))
 Maximum likelihood principle & central limit theorem





Ranking of similarity measures









What is the basic question of research?

 Is it possible to express the 
similarity of molecules better?

To create faster algorithms?  
Well, and if so, how? 



Representation of molecules
• It is not unambiguous how to express the similarity of two 

molecules.
• Bitwise representation (encoding of representative 

information) has proved successful. 
• The bit string of a molecule is called a fingerprint 
• The similarity of the two bands shows the similarity of the 

molecules, e.g. Tanimoto coefficient



BV1 BV2 Freq.
1 1 a 3
0 1 b 4
1 0 c 2
0 0 d 1
1 0
0 1
0 1
1 1
… …
0 1
1 1

𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 −𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴

𝑺𝑺 =
𝑺𝑺 + 𝒅𝒅

𝑺𝑺 + 𝒃𝒃 + 𝑴𝑴 + 𝒅𝒅
𝑱𝑱𝑺𝑺𝑴𝑴𝑴𝑴𝑺𝑺𝑴𝑴𝒅𝒅 − 𝑻𝑻𝑺𝑺𝑴𝑴𝑴𝑴𝑻𝑻𝑺𝑺𝑴𝑴𝑺𝑺

𝑺𝑺 =
𝑺𝑺

𝑺𝑺 + 𝒃𝒃 + 𝑴𝑴



Contingency table

p = a + b + c + d
2. molecule

1 
(substructure 

present)

0 
(no 

substructure)

1.
molecule

1 
(substructure 

present)
a b

0 
(no 

substructure) c d



Extended Sokal-Michener index



𝐹𝐹1 = 1 0 1 1 0 1 0 0
𝐹𝐹2 = 0 0 1 0 0 1 0 1
𝐹𝐹3 = 1 0 1 1 1 0 0 1
𝐹𝐹4 = 0 0 1 1 0 1 0 0
𝐹𝐹5 = 0 0 1 1 0 1 1 0

𝑺𝑺 = 𝑺𝑺+𝒅𝒅
𝑺𝑺+𝒃𝒃+𝑴𝑴+𝒅𝒅

 𝐶𝐶5(5) = 1;𝐶𝐶5(4) = 2;𝐶𝐶5(3) = 0;𝐶𝐶5(2) = 2;
𝐶𝐶5(1) = 2;𝐶𝐶5(0) = 1
Δ5(𝑘𝑘) = |2𝑘𝑘 − 5|

Similarity=1 (if 2𝑘𝑘 − 𝑛𝑛 > 𝛾𝛾), Similarity=0 (if 𝑛𝑛 − 2𝑘𝑘 > 𝛾𝛾), and 
dissimilarity (if Δ𝑛𝑛(𝑘𝑘) ≤ 𝛾𝛾) counter



Extended Sokal-Michener index

 𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒 1𝑠𝑠_𝑤𝑤𝑤𝑤 =
∑𝑠𝑠 𝑓𝑓𝑠𝑠 Δ𝑛𝑛(𝑘𝑘) 𝐶𝐶𝑛𝑛(𝑘𝑘)

∑𝑠𝑠 𝑓𝑓𝑠𝑠 Δ𝑛𝑛(𝑘𝑘) 𝐶𝐶𝑛𝑛(𝑘𝑘)+∑𝑑𝑑 𝑓𝑓𝑑𝑑 Δ𝑛𝑛(𝑘𝑘) 𝐶𝐶𝑛𝑛(𝑘𝑘)

 𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒 1𝑠𝑠_𝑤𝑤 =
∑𝑠𝑠 𝑓𝑓𝑠𝑠 Δ𝑛𝑛(𝑘𝑘) 𝐶𝐶𝑛𝑛(𝑘𝑘)
∑𝑠𝑠 𝐶𝐶𝑛𝑛(𝑘𝑘)+∑𝑑𝑑 𝐶𝐶𝑛𝑛(𝑘𝑘)

 𝑓𝑓𝑠𝑠 Δ𝑛𝑛(𝑘𝑘) = Δ𝑛𝑛(𝑘𝑘)

𝑛𝑛
és 𝑓𝑓𝑤𝑤 Δ𝑛𝑛(𝑘𝑘) = 1 − Δ𝑛𝑛(𝑘𝑘)−𝑛𝑛mod2

𝑛𝑛
 𝛾𝛾 = 𝑛𝑛mod2



Factorial ANOVA
Factors taken into account:
 F2: Number of comparisons. Number (n) of 

bitstreams (e.g. fingerprints) compared, 14 levels: 
 n = 2, 3, ... 15 n-ary;
 F3: role of weighting, two levels: weighted and 

unweighted versions of the new similarity 
coefficients and

 F4: the similarity coefficients themselves, 19 levels
 F5: m - length of fingerprints, four levels: 
m = 10, 100, 1000, 100 000 (fingerprints are random 
dichotomous vectors of length m);
 











eGK_1: 
extended Goodman-Kruskal,
eSM_1:
extended Sokal-Michener 
eSS_2:
extended Sokal-Sneath 2 

Lefthand side m=10

Righthand side m=100 000





Ranking of extended indices













Summary

 By analogy (?) with the previous similarity 
indices, we have created 19 new, 
symmetric indices allowing multiple 
comparisons.

 Their properties were extracted:
 Using ANOVA, we decomposed the effect 

of the factors: n, m, w, S, n*w, w*S, ...
 Using SRD, we found optimal factors, 

consistent solutions.



Conclusions

 The optimal comparison number? (n=13)
 Do you need weighting? Yes (optimum: n=14)
 Extensions of the Baroni-Urbani-Buser (eBUB) 

and Faith (eFai) coefficients (counting 
similarities of 1) are most recommended.

 The fingerprint length dependence of some 
indices (eCTi and eGK) is significant.

 Optimal fingerprint length? (10 or 100000, but an 
optimal index can be searched for a realistic 
1000)



Part 2 Computation time



Part 2 Diversity detection



Part 2 Diversity detection



Advantages of n-ary 

 Less computing power, faster algorithm, 
larger datasets,

 Diversity detection significantly better,
 Possibility of clustering (HCA),
 Definition of internal and external 

consistency indices & their optimization is 
possible.
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Machine learning vs. classic



Molecular representations
• A binary fingerprint describes the molecule as a set of 

features:

• A counting vector allows for a more detailed description of 
the molecule as a multi-set of features

• Linear representation: SMILES:



Main steps of drug design
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